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p.-253]00000000000O0O:

The concept of selection restrictions or co-occurrence
restrictions can be spoken of in terms of the linguistic
frames that are associated with given schemata. Some
words are limited to the kinds of schemata they acti-
vate and are constrained, therefore, to appear with the
other words that belong to the frames matching such

schemata. The notion of selection restriction can thus
be formulated in terms of the properties of schemata
and frames, and not in the usual way, i.e., in terms of
the pairing of inherent features and distributional fea-
tures on lexical items.
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B1: Victimiza
of Human by
Human, Crime2

NO

« Instantiation/inheritance relation s indicated by solid arrow.
« Typical “situations” at finer-grained levels are thick-lined.

« Dashed arrows indicate that instantiation relations are not
guaranteed.

« attack is used to denote instantiations of A, B.

« assaultis used to denote instantiations of B3 (or B1).

« hit, strike are used to denote instantiations of C.

« Pink arrow with MM i indicates a metaphorical mapping:
Source situations are in orange.

HHFOFNEES I
\Wolves {attacked; ?*assaulted} a flock of sheep.
AXA)F DR AR T
A swarm of wasps {attacked; 2*assaulted) people.

HLOBNHRIOENE RS o
A group of apes {attacked; ?assaulted} another group.
X747 OHRLENFIOBBOBRERS I

Ahitman of a Mafia {attacked; assaulted} the leader of the
opponents.

RELULRRYEERER>To
A mob {attacked; ?assaulted) the squad of police.
HULWED EHOEEZEERS o
A poor country {attacked; ?assaulted} the oil-rich country.
EANHOBHRITER ST
A gang of three {attacked; ??assaulted} the bank branch.

Fo B NFEERS I
A lunaric {attacked, assaulted} boys at elementary school.
BHZAOLIEE RS T

A man {attacked; assaulted; ??hit} a young woman.

REHNZORZES
Gust of wind {?*attacked; hit; ?*seized} the town.

BENZDBDEE ST
An earthquake {*attacked, ized} the city.

N2 HEDREES fo
The Black Death {?*attacked; hit; ?seized} the town.

FREDTRDE 3
A big depression {2*attacked; ized) the country.

The company {experier

ffered; went into} red figures.
(cf. Red figures (Zatt i

; 2*seized} the company})

He {suffered; was hit by} a lung cancer
(cf. Cancer {??attacked; hit; seized} him)
BENBEER ST
The patient have a convulsive fit
(cf. A convulsive fit {??attacked; ?seized him)
BARBDEERS T
He {suffered from; was seized by} inertia
(cf. The inertia {?*attacked; 2hit; ?seized} him).
FRABERS T
He was seized with a sudden anxiety.

(cf. Anxiety attacked him suddenly}
RERS Y UDFHERS

The children got victims of a runaway truck
(cf. A runaway truck {*attacked; ?*hit} children.)
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[S]election is a restriction on what can serve as each of
the things that the given item is combined with, such
as the requirement that the P’?with which put is com-
bined denote a “destination”. Selectional restrictions
are generally restrictions not on the syntactic form of
the expressions that a given item combines with but on
their denotations.
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A.1.2 Pustejovsky OO0
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... A more traditional method of nominal classifica-
tion is based on taxonomies of the speaker’s intuition
or commonsense perspective of what the nouns de-
note in the world. For example, we might distinguish
between “concrete referring” nouns, such as woman,
boy, horse (all count nouns), as well as grass, water,
and gold (mass nouns), and “abstract referring”” nouns
such as time, place, age, and shape. Such taxonomies
of entity types are common in computational treat-
ments of language phenomena, but largely ignored or
seen as irrelevant by the majority of theoretical lin-
guists. The major exception to this is the semantic tax-
onomic tradition as carried out by Wierzbicka (1988)
and Dixon (1991) and their colleagues. This tradition
cannot be so quickly dismissed as is so often the case
in the theoretical circles. Many of the generalizations
they hope to capture are legitimate goals for linguis-
tic theory and cognitive science. More to the point,
however, much of their work attempts to achieve these
goals without always applying the proper tools of anal-
ysis.[note 13]

The structuring of such taxonomic information [as
Wierzbicka (1988), Dixon (1991)] for nouns (and
other categories as well) in computational linguistics
and Al is not simply an exercise in domain model-
ing; it is necessary for driving the inferences that a
language reasoning system must perform in order to
understand a sentence. From primitive-base inferenc-
ing techniques such as Wilks (1975, 1978) to com-
monsense metaphysics reasoning systems applied to
language such as Hobbs, et al. (1987), the taxonomic
classification of objects in the world through language
can be serious enterprise and not merely metaphysical

play.
ooboooooooog:

These concerns have received renewed interest in
computational approaches to language analysis both
in computational linguistics and formal semantics, and
point back to the work done in selection restriction
from the 1960s and 1970s in the generative tradition.
Where selectional features were seen as conditions on
lexical insertion in previous theories, sortal specifi-

cation is viewed in terms of type satisfaction within

an interpreted model. I mention this because I be-
lieve there are important underlying motivations in
both computational and theoretical linguistics commu-
nities for modeling the conceptual or epistemological

ground assumptions for language research.
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Chomsky 3]0 00000000O0O0DOOOOO
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13) 7*The boy may frighten sincerity.

ISHEE

?*Sincerity may admire the boy.

7*John amazed the injustice of that decision.

& o

7*the boy elapsed.
7*the boy was abundant.
7*the harvest was clever to agree.

7*John is owning a house.

5 0. - 0

7*the dog looks barking.

e

?*John solved the pipe.
j. 7*the book dispersed.
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(14) a. Sincerity may frighten the boy.

o P

. the boy may admire sincerity.

. the injustice of that decision amazed John.

[=T ]

. a week elapsed.
. the harvest was abundant.
. the boy was clever to agree.

John owns a house.

=V N ¢

. the dog looks terrifyng.

—-

. John solved the problem.
j- the boys dispersed.

(3100000 (140000000000000
000 (3)00000000000000000
0000@03)00000000000000(14)0
000 (13)000000000000%0
A23 19650000

19650000000000000000000
oooo:

... A priori there is no way to decide whether the
burden of presentation [or “representation” in today’s
terminology] should fall on the syntactic or semantic
component of the generative grammar. If the former,
we must design the syntactic component so that it does
not provide for the sentences of [(13)] directly, but
assigns them Phrase-markers only by virtue of their
structural similarities to such perfectly well-formed
sentences as those of [(14)], perhaps in the manner de-
scribed in the references in note 11[i.e., Chomsky’s
own theory and Katz’s theory of semantic markers,
KK]. Thus the syntactic component will operate in
terms of selectional restrictions involving such cate-
gories as animateness and abstractness, and will char-
acterize [(131)], for example, as a string generated only
by relaxing certain of these restrictions. Alternatively,
if we conclude that the semantic component should

dopooDooER|I0D0D00000DDoDO00NoNoononoOon
00000000000O0000000O0

carry the burden of accounting for these facts, we can
allow the syntactic component to generate sentences
of [(13)] as well as those of [(14)], with no distinction
of grammaticalness, but with lexical items specified in
such a way that rules of the semantic component will
determine the incongruity of the sentences of [(13)]
and the manner in which they can be interpreted (if at
all). Either way, we face a well-defined problem, and
it is reasonably clear how to proceed to examine it. I
shall, for the present, accept the position of the refer-
ences of note 11, assuming that the notion “scale of
grammaticalness” will be relevant to semantic inter-
pretation, that a distinction should be made between
[(13)] and [(14)] by rules of the syntactic component,
and that the sentences of [(13)] are assigned Phrase-
markers only by relaxation of certain syntactic condi-
tions.

0000 poooooooooooooooon
goboooooooobooooboooooooa
goooooooooooobooooobooboooon
A24 0OOO

oooooobooo —O0o0ooobooocooooon
goooo [10—ooooooooooooooo
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gobooooooooboooobooooood

ooooooOoOoOO0oO000 [3,pp.153-54100
goboooooobooooooog:

Selectional rules [Chomsky’s device for character-
izing “selectional restrictions,” defined in [3, p. 95]]
play a rather marginal role in the grammar, although
the features that they deal with may be involved in
many purely syntactic processes [...]. One might pro-
pose, therefore, that selectional rules be dropped from
the syntax and that their function be taken over by the
semantic component. Such a change would do little
violence to the structure of grammar as described ear-

lier.
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(15) 7*John frightened sincerity.
(16) a. It is nonsense to speak of (there is no such
activity as) frightening sincerity.
b. Sincerity is not the sort of thing that can be
frightened.

c. One can(not) frighten sincerity.

(5 O0oooooooooooooooooo
000000000000 (factivityy D00 00O
gobogbdobbobobuobobuobobobo
nonsense, not IO 0Ocan 00 O000OO0OOOO
00000 (6)0Do0ooboboooooog@ec)d
000 (17)000000 (180000000

(17) You cannot do such a thing as frightening sincer-
ity.
(18) a. ?771t’s nonsense for me to have had parants
when I was born.
b. 7?7?You cannot do such a thing as having a

man and a woman as your parents.
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